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No Pae . 83-360. Satellite Orbit Theory for a Small Computer.* R.I. Abbot, Dept. of
Earth and Planetary Sciences, MIT; P. Cefola, Draper Laboratory; S.F. Tse, Dept. of

[iirnautics and Astronautics, MIT; Cambridge, Mass.

/A computer program has been put onto an LSI-11 microprocessor with 64KB of memory
which can provide accurate ephemerides for GPS (Global Positioning System) satellites.

The satellite dynamics include averaged orbital element rates due to J2, tesseral
resonances, solar radiation pressure and third body perturbations from both the Moon and
the Sun. These rates are first integrated up to and across a satellite pass of interest,
and a two point Hermitian interpolating polynomial is established for each mean element.
-Short periodic Fourier coefficients 7due to 32 and the Moon and Sun are next computed, and
three point Lagrangian interpolating polynomials are established for them across the
pass. . Both sets of interpolating polynomials are finally used to provide osculating
orbital elements at arbitrary times during the pass.

, ' The modular formof--t-he--cmputer program n-ai- sequential structure of the theory
. mean that no large portion of the program needs to exist in core at once. The use of

overlays, then, allows the small computer to handle the large program.
The computation of the interpolating coefficients for orbital element prediction

during a satellite pass seven days beyond the epoch time takes about 100 seconds in real
time. Once the interpolating coefficients are computed the state vector of the satellite
at some desired time during the satellite pass can be obtained in less than 1 second of
real time. Comparisons with comparable runs with the Draper Lab GTDS R&D program have

-shown Oiscrepancies in position less than 20 meters.
__._ - -->-h96t computer program includes an analytical Lunar/Solar eohemeris so it is self-
" " cbntained except for input mean orbital elements. Partial derivatives have. been im-

-plemented which will give the capability to fit observations of the satellites and to
" consequently obtain the necessary mean elements.

The program can be modified quite easily to handle synchronous satellites by modify-
ing the subroutine modules for tesseral resonant perturbations and lunar-solar short-
periodics. With the present overlay scheme, considerable expansion of the program is
possible to obtain more accuracy and versatility.r
*Research at MIT supported by U.S. Air Force Geoysics Laboratory, Geodesy and G y
Branch, under contract F19628-82-K-0002.
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Satellite Orbit The--ry for a Small Cc--puter

R . I . Ab'o t*

P. Cefola t

S. F. Tse**

* * A computer program has been put onto an LSI-11 iricro-

processor with 64KB of tmerrnory which can provide accurate

ephemerides for GPS (Global Positioning System) satellites.

* The satellite dyna-ics include averaged orhital element

*rates due to J 2 F tesseral resonances, solar radiation pressure

and third body perturbations from both the Moon and the Sun.

These rates are first inte~rated un to and across a satellite

pass of interest, and a two point Hermitian interpolating

polynomial is established for each rean element. Sh.ort period;--

Fourier coefficients due to J2and the Moon and Sun are next

comiputed, and three point Lagran-gian interpolating polyno-iials

are established for themt across the mass. Both sets of inter-

polating polynomials are finally used to provide osculating

orbital elements at arbitrary times -2urina the =ass.

*Department of Earth, Atmosconeric, and Planetary Sciences,
Massachusetts Institute of Tecnnolszy, Ca-zrid_-'4e, Mass. Research
supported by U. S. Air Force Geophysics Laboratory, Geodesy and
Gravity Branch, under contract F92-2~Z~2

t Draper Laboratory, Cambridge. Mass.

*Department of Aeronautics and Astronautics, Massachusetts
institute of Technology, Canmbridge, Kass.
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The mnodular form of the ccmcuter proaram and the sequential

structure of the theory Te- n that no lar". portion of the prol-ram

needs to reside in core at once. Theueo overlays, then,

allows the snli comp.uter to, han~dle the large Program.

The cc-.putation of tlhe interp-)ating coefficients for

orbital elemrent prediction during a satellite pass seven days

beyond the epoch timre takes about 100 seconds in real time. Once

the interpolating coefficients are co~.puted the state vector of

the satellite at some desired tirre during the satellite pass can

be obtained in less than I .;econd of real tim~e. Co :narisons with

comparable runs with the Draper Lab (;7-S R&D proaranm have shown

discrepanci es in position Less than 23 meters.

The com-.puter program; incLbdes an analytical Ljnar,/Solar

ec~neeris so it is self-con.tain~ed except for innut -.ean orbital

ele-ents. Partial derivatives have been i~ole~rent.ed which will

give the capability to fit cbservaticns of the satellites and to

consequently obtain the necessary rean elem'ents.

The program can be modified qjite easily to handle syn-

chrooussatllits b mo iag the subrcutine rcdules for

tesseral resonant perturbations anI_ Lunar-sol ar short-periodics.

With the oresent overlay sche:7e, c:-sider~b'e expansion of 'he

program is possible to obtain. =Ore acz,;racy and versatility.

"UI
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INTRODUCTION

The motivation for this work came as a result of desiring
p.2

accurate ephemerides for GPS (Global Positioning System)

satellites which could be computed on an LSI-11 microprocessor

with 64 KB of memory. The satellite ephemerides are required for

MITES data reduction which is done on tbe LSI comouter. MITES is

a system of miniature radio interferometer terminals for the

measurement of baseline vectors on the ground by means of

interferometric observations of GPS satellites (Ref. 1).

A model was needed which would run reasonably fast and of

course would fit into the small computer. Although not attained

yet, our eventual accuracy goals are at the one part per million

level or better.

The needs of the MITES project seemed to best be satisfied

with the GTDS semianalytical orbit model used on the AXAHL

computer at Draoer Labs. The ad-vantaae of usina this tve of

model over present analytical (General Perturbations) theories is

the generality of the force models which can be incorporated and

the ease with which these models may be included or replaced.

The latter is imoortant for tailoring the full scale GTDS version

to the LSI.

The tailoring study will be presented in more detail

following a general description of the model. Following that the

various force models will be referenced and discussed. Then a

discussion of the computer prcgraT is given followed by the

results of comparison with =cre complete orbit theories.

I~e

.l**e,*S -*.:~.* -
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GENERAL DESCRIPTION OF THE MODEL

We begin by giving a general overview of the nodel.

Instead of the more traditional Keolerian ele-ents the model

uses eauinoctial elements which are excressed in terms of the

Keplerian elements viz

a =a

h = e sin(w + n)

k = e cos(w + a)

.'p-, p = tan(i/2)sin(2)

q = tan(i/2)cos(n)

S=M + w + Q

where a = semimajor axis, e = eccentricity, i = inclination, M =

mean anomaly, w = arga-nent of pericenter, and " = longitude of

ascending node.

These elements vary secularly with short periodic effects

superimposed. The osculating value of an elenent at some time is

therefore the sum of the mean value of the ele-ent and the short

periodic contributions. One method of co-puting the osculating

values is with a three part model which includes:

1) the computation of the mean values of the elements;

2) the computation of the coefficients f-r the Fourier

series expansions of the short periodics of the elements; and

3) the combination of the results of the t-do.

This is accomplished as fnllows:

The mean values are deter-ined f-.m avera_ =d rate equations

which are integrated with a fourth order Pun-e Kutta technique.

The rate equation for each element is the s= of individual rate

%.

I . . -. . ., , . - -. . , ' ,. ' ,, ' , ' , ' -, . % " . .',- - ,, , , " " '." , " "
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equations due to the various perturbations. The rate equations

are integrated from a specific epoch (when in:tial mean elements

are given) up to the beginning of a satellite pass. The typical

step size of the Runge Kutta integrations is 1/2 day. The rate

equations are then integrated in one step to the end of the pass.

Using the resultant ecuinoctial elements at the zeginning and end

of the pass, a two point Hermitian interpolating polynomial is

determined for each element. This polynomial provides the

averaged value of the element at any time during the pass.

The short periodic Fourier coefficients are computed at

three epochs across the pass - the beoinnina, :-iddle and end.

The Hermitian interpolating polynomials are used to obtain the

mean elements required for the evaluation of the short periodic

coefficients. A sine and cosine coefficient for each of four

frequencies of A is comouted as a sum over all contributing

perturbations. A three-point Lagrangian inter~zlating .olyno.ial

is then determined for each coefficient.

Finally, there is the construction of the osculating equi-

noctial elements at a desired time during the =ass. This is done

simply by:

a) obtaining the mean elements from the_=r-.tian

interoolators;

b) obtaining the short oeriodic coefficients frot the

Lagrangian interpolators;

C) evaluating the Fourier series with t!'e short periodic

coefficients and the mean values of I to obtain the short

periodic perturbations in the elements; and

o- ..
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d) adding the mean elements to the short periodic variations

to obtain the osculating values.

TAILORING OF THE MODEL FOR A SMALL COMPUTER

The complete GTDS semianalytical theory provides 10 cm to 1

meter accuracy in comparison with a precision (Ccwell) numerical

integration of the GPS orbit (Ref. 2). The precision integration

was performed using a GTDS program as modified at Draper (Ref. 3)

and included all the terms significant for GPS:

-8 x 8 gravity field

- lunar-solar point masses

- solar radiation pressure.

Designing a tailored theory first means specifying

truncations for the rate equations and for the short-periodic

models. The design of the tailored theory is greatly aided by

output reports, from the GTDS semianalytical prcgram, of the mean

element rates and the short periodic coefficients. Su-zaries of

these reports are given in Tables I (for the mean element rates)

and II (for the short-periodic coefficients).

In analyzing the data of Table I, the followding error bounds

were adooted:

(at) (.) < 20 meters

(a) (t)(-!) < 20 meters

(a) ('t) (Ak) < 20 meters

(a) (at 5) < 20 -meters

(a) (At) (q) < 20 .eters

(a) (At) (A) < 20 meters

9'..

.. : ,'.,[-.. --. ,, .' 'f~i,',." .- - .... .- ... .. ... . -.. . .... . . . . . .. . .. . . ,.,. .. . .-. . . .. . . . .
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Table I
.-,

GPS Averaged Differential Ecuations

Term Rate ROM*, sec- I

2 9 x 10-9

Lunar-Solar 3 x 10-10
Point Masses

Tesseral 1.5 x I0- I I

Resonance

Solar Radiation I x IC -1 1

Pressure

2 7 x 10 - 1 3

ROM= Rough Order of M.aonitude
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Table II

GPS Sh~ort Periodics

Term Maonit

J2 ~2 km.

Lunar-Solar 200 7reters
Point masses

d .Tesseral M-Dailies 20 meters

Tesseral Linear 15 m~eters
Com-bination Term~s

Solar Radiation 15 meters
Pressur-e

2

*5~SJ

4..06



where a, the semimrajor axis of the GPS orbit is in T'et. rs and ett

is an approximation interval in seconds. These bounds relate, in

a very rudimentary way, to bounds in the radial (h and k) , cross

track (p and q) and along track (X) errors. Assirning a =26559

km and at =14 days gives an element rate error bound

Aa.< 6 x 10- 3.

aveage eqatin f Yotin mdes i 'Aabl Iexceot for those

for J2  Highrdae oas( 'J t. were eiiae

eiterdue to the near critical inclination, the high altitude

and small RE/a (hrR steEthadu)or the stnall eccen-

tricity of the GPS orbit. For the tesseral resonance, it was

known from a prvosstudy (?ef. 4) that the (C,S)3,2 termns were

domi nant. Therefore, thne nominal tesseral resonance mode--l shoul:d

include at latte(C,S) 32terms. Reference 4 and fu,-rther

study, which will be discussed below, also indicates t'at the

(CS)2  and (C,S) er.-s have to be included. Full recursiP.e

models for the lunar-solar point mass terms (Ref. 5) and a

numerical averaging alccrithm for solar radiation pressure (Ref.

6) were adopted for t1he testing.

Based on Table II and the 20 n.eter rec-ir ement, it was

decided to retain th.-e Jzo-nal snort oericdics, the P2 third-body

short periodics and the tesseral m-dailies. Fu-rther, it was

decided not to include any Weak-7i-e-7.epeen:n (WTO) (?ef. 7)

corrections to the third-body short-peri ods. The WTD 4ter~rS are

budgeted at 10 meters for the GPS case. It is estimated that the

P3 third-body short periodics are 15 meters for this case.

3 .... , . . . . .

. . . . . . . . .. . . . . . . . . . . . . . . . . .
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To examine the assumpDtions of the tailored theory, tests

were made ag~inst the G-TDS precision numerical integration. The

procedure is as follows:

1. generate a truth ephe;7.eris with the precise nu-erical

integration (Cowell) with its CCMD~ete force rmo-.els;

2. least scuares fit the tailored. semianalv,;tical satellite

thoery to the truth ephem'eris;

3. generate statistics and plots for thl-e residuals between

the semianalytical ephemeris (using the adjusted intitial

conditions from the least scuares fit) and the truth ec*-e.eris

* constructed in step 1.

The major results are given in Table III. The n,-daily

tesseral. short periodics were not included in this testna.

AVERAGED RATES AND SHORT PERICDICS

With the exception of solar radiation pressu;re, the force

models and development of the averaged rate equations and sho-rt

% > periodic expansions for the per-turbations have been doc-ented in

the literature. With regard to these then, we will only show a

table of references (Table TVM and make a few specific cz77ments

about their impolemnentation on the Lsi. A simnlified anal yt ical

-. model has been implenented for the solar radiation presszre

averaged rate equations. As th-is contribution to the theorv has

N not been documented in the literature, the 7at-atical

developm~ent will be brieflv s=-marized.

*TWO forms of the J 2 avera,:ed rate eauations were constructed

for the LSI model -a truncated form and a closed form in the

S*. ... . . . 4 4 . . . . . . .4 -~ .-. * *.4*~*JI
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Table IV

Semi.2nalytical Satell.ite : or ef rences

Avermced Crtit Short-Peri!odic
Perturbation Generator J Cenerator

CZNTRMA BODY
NONSPHERICITY

Zonals - j2Ref. 8 Ref. 8

Tesseral resonances Refs. 2 .1

Tesseral -r-dailies Refs. 2, 8 & 9

FP'1NT MASS

Sinal~e chase Ref. 3 Pef. 10 as
anzi~e -.1dels czrrected by

AeL.I-
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eccentricity. The forms ate nearly identicnl except that the
closed form has an additional factor of X to a power w-.ere X

l/-h--K2. Little is gained with regard to accuracy by using

the closed form, but on the other hand little time is 'lost

comoutationally. Therefore the closed form has been adopted.

initially it was felt that due to the low eccentricity of

the CPS satellites (e < 0.009) the Fourier expansions of theJ2

short periodic generator need include just 3 frequencies of 1.

Early testing of the 1.51 model against the GT-S model for a GPS

satellite with e -0.003 see-ed to indicate that this was a good

assirnotion. In tests involvira a CPS satellite with e = 0.009,

however, discrepancies laraer t_-han expected occzrred. These were

eventually eliminated by including 41 freqLency terms in the

Fourier expansions.

*The rate ecuations that were constructed for the tesseral

resonances were all truncated to 0th order in the eccentricity.

The tesseral r-daily model has not been fully inmplemented in

the LSI yet and so'the results which will be presented below do

not contain their effect.

The cc-outation of the av'eraged differential ecu'-ations and

short period ics for the lunar-solar pert ;t~ ions require

ephemerides for the Moon and Sun. For the LSI =odel we decid-ed

to utilize the low precision Fcurier series fo=rmulae of T. C. van

Flandern and K. F. Pulkkinen of the USNO for the geocentric

positions of the Moon and Sun (Pef. 12). Te original code is

very lengthy, requiring w24FB for the Mioon and a 4.3K9 the Sun.

Therefore, for the initial impie~ent3tiofl of the UsNO lunar/solar

.............................*..~**.......
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ephemeris on the LSI, we used a truncated form of" the form7ulae

due to Belastock (Ref. 13) which deleted terms of orcder x 10-4

-5and x 10 *In a study similar to that which was used to prepare

Table III, Belastock showed an error of about 20 -eters du-e to

this truncation. Eventually we were able to fit the non-

truncated series expressions into the LST (by breaking the

subroutine for the Moon into four sections and overlav.'na each

part against the other) , and eliminated this source of error.

The following briefly reviews the development of the

simplified analytical m-.odel for solar radiation pressure. We

*should point out that the only new aspect of this model is its

development in terms of equinoctial elem7ents.

For special perturbation integrators such as the GT-DS

system, the solar radiation pressure is modeled with the formula

(Ref. 14).

SR S sun ~IvI

where

V = eclipse factor,

PS = (mean solar flux at 1 AC)/(sneed of light)

R =1AU,
sun

* *C =1 +surfac reflectivity,
R

A =effective area,

R VS r-PR where

r =position vector of the scacezraft in inertial

coordinates
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RS position vector of the Sun in inertial

coordinates.

In the following the satellite is assume(d to a 1w ay s be in

sunlight so that v 1 and the factor p R2 . is cons.tart.
5' sun in

~0.~ With

CA
2 RA

T pS Rsnm

then

A VS
SR I S3

The ceometrical situation is siiar to a third boav :7ass

oerturbation, where the Earth-center to satellite isaeiser

small relative to the Earth-center to third body distance. This

leads us to write the equivalent dist-urbina cotential (a.15)

-N-T

RS +[ (-L) 2- 2r ot1/

and # is the angle between r and R S With the Legendre expansion

(Ref. 16), we obtain the disturbing potential

-T * ro)
1 U 72z (E-) p
) SR R 5  R5  ncs)

The limitations, of this equation are:

1. the surface reflectivity ;3 ccnstant;

2. hecross-sectional area Per-.e=!;CUiar : t- fl-x is

* . constant;

3. the satellite is not eclipsed.

jb
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The third assuz-ption means that during eclipsing periods the

potential cannot strictly account for solar radiation pressure.
ft.-"

For GPS satellites these periods occur for 4-5 weeks twice a

year.

The .bove assumptions and the smallness of r/R s succests

that equation 1) be written:

-Trcos* -T(Rs'r)
2) U~'" USR R2 R 2

Four more stages of algebra lead to the desired differential

equat ions:

1. substitution of RS of + Bg + fw and r = (rcosL)f +

(rsinL)g into equation 2) where s, B and y are the direction

cosines of the Sun relative to the equinoctial f, g, w reference

system;

2. averaging over the mean lonci_" de L;
-4

3. taking partial derivatives of US R with respect to a, h,

k, a and 9;

4. substituting these resultant expressions into ecuation

(3-71) of Pef. 17).

* • The final expressions are:

da 
t~ 0

dh B k -fpf
- Va[ + kpl

dk h

Va(-I ,)ky

d va B (h - k!) + !(-!q - kp)]~T --A ABa a 8) Ai
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where

22 R S

A =na 2 n =mean motion

B h 4I k7
2 2

C 1+ P + q

PARTIAL DERIVATIVES

The purpose Of computina part-ial derivatives in the mcdel is

to determine from data, in a least souares sense, the mean

elements at epoch. The dat3 can be in two forms:

- observations

- satellite state '-7ect---rs generated by nu-erical integra-

tin

If one if fitting to nLu:-erically i ntegrated data the gee-a

expression for the partial is

ax, a x, A* a(Osc. elr.1I 3 3(mean el=. I
a (mean elm.)TIt 0 a(osc. e. t a (mean It TT-t e -ean e.U-nECt40

The first matrix on the richt of this equation is derived fro=

two body equations (Ref. 7) , the s=Toc M~atrix for our purposes

is the identity matrix and th h ratrix has variational

equations (Ref. 7) which, rust be i-tear ated via Runae Kutta at

the same time that the avers~ed r=ate ealia: ions are integrated in

the miodel.

if one is fitting to obser'-Iation-s one has

3(obs.) -3(obs .1
2(mean elm.)t Tx, £ Cean -l.

0 0



THE COMPUTER PROGRAM

The LSI-11 has 64 KB Of main 7mory. Approxinateiv 8 KB of

this is occupied by system routines leaving 56 KB for the

program to be executed. Fortunately, due to the overlay

capability of the LSI, this is not the upper limit to the size of

a program. A program using overlays can be considerably larger

than would normally fit into the central memory since portions of

the program reside on disk.

V The basic requirement for defining an overlav structure is

that only relatively snall parts of the program be requited for

execution at any one time. An attractive feature of the semi-

analytical model for 4imple.nentation on a small co-puter is the

sequential nature of its cconutations which makes it quite

- suitable for overlaying. Ficures 1, 2, 3 and 4 show lthe

subroutine structure of th*e croaram. Each diacran is a com-.plete

path of computations requ4-ring only the end results of thIe

previous diagrams. within each diagram, as well, a distinct

sequential structure is clear.

On the LSI the overlay strujctuzre which we set up consists of

* .a root and three overlay regions. The root contains tho^se parts

of the program that -ust al.ways reside in me-nory wh~ich in our

case is the main program and a few global subroutines. Each of

* 4the three overlay regicns contaln a num-ber of sea-ents. Each

segment consists of a grcouo of subroutines which are independent

of subroutines in other sezrents of that region, i.e. fro= one

segment of the region one can't call a routine in an~other seamnent

of the samle region. This is iroortant since only one se-ament



- -~rxm1 T-- .---.. .-

epen inp~ut file with

ICS ;nd ICS ~PPch~ as

TP51D: -

C-''tain tize related Veterine a.,nth and
Par?:e.etl v of AnntL1 frna e.; of year

Ut4z 59

TEDIT:

User cption to edit start

* *:-VAT:
ALI'XIIiar
as

% C3P~uLS JJi&-1 ta r--*s7er
127

P.ute 51 ervqI tLS*

Res.1 ;rov ";tlh. Pesnut IMS !--s Crmpu.
ICS an~d c:'vcft to true of ea!t to z?. r'resiWn Prst-Ica

~':.~i1elemerts 370 Nsztatxim sat-INx
17cs gtrix 60

ro
Y-rTAT:

M~ -W--C:XSS:
Ccnvett ICS to zmA Aua
etlerti.n eleikents crc!;s bt,-
607 ,rcuet 760

Set~ar fitir

Set Fit. 4

Fig. u r~~ t~tr etc 1~ it
naxe, and~it nuie of words.

0 "



-20-

Driver for Initialize todel InxtiLize
cc--utaticn con.stants cceffi::ents
of 489 for Fu.nse ?'Utta
interpolaticnS
coefficients SIDlII.
743 1ISps?-JB: Srl

Reanve short S petri ic
I tricdics from vertzr for

KTP.UFIM initial n1
*.SEe Fig. 4 osculating 1223D

elesents
14,18

-S. .1L

Li.;7a; ser--PsU

'4 C~aLte

PaTrze.rs Lu~ s'es V

to

Short CcapL"J I*.nar Position
e'riiicfrfm 09r z- V series

3 ~Ccaiu~e sclar Positicn
742

az -a-teslaft

Rixe rvtta C..
jntegratxi' of ;-.rre: rate ;veriure rte
the averamd foa::s frZA
Cla egowtimgs all F,! ~ i 1

Fig. 2 Subrut-in Stu 'ue Sect'-on 2, wt
name, descrl~tion and nti-!er O-e words.



S.-~T 7 -. 4'v 7Z7 M. a.- 7%77%7--' _

HERMIT:
ccapu*.e Hermitian Ca~~~t~r~
Cofficients a~~er-e rate

-. 4T

Cs-apute C:Ipute Ptl~s
a~~~t~al~ ef zrcw

avr300 rate 'aten .~al wrt
r mat~s (or ota

461 ,

averas-" rate

WR.a t :

Ruwie Kusta ewianizea~fe ~ of noi
artegrauim Ccxput~l. m ean element ratesof Vv'~ ct tW W wrt mean eftijr 1

varlstcnal IftA-nSv f-' eSe ftra

fcr FtES
310Farm Pro&..;t All

.4 value-s
Se Fig. 3 7-

'V Fig. 2 Continued



-Z~ -- 1-v-E

-22-

a! at ---

615 £.AL -. - ONVA

a',Fig. 3 Subrcut-rie Str'-=Ire Se:t zn 3, wit-hname, ceScripticr. am= ze of words.



-.- 77

-2 3-

T4 T ERP
Asse~cle Ir~e

*I-A-tents f- :a

Crxter~t fr~

elerernts to Solve
Position, and repler's
VeICeitV oatc

2:7 372

INTER?

EFART: 2Ci

- Pt'sitivi and EA

eouinc:tial
elezenits
13i3

Fig. 4 Subroutine StruCt:re Section 4, with
.5,name, description and nu=.!er of words.



-24-

from a region can be resident in central memorv at a t:-e.

Otherwise the return path to the ma-n -rocram would be dostroved.

It is necessary though to make use of the fact that se=7ents in

one region can make calls to routines in sea-ents of other

regions. This is why three regions were established. Ficure 5

shows how the overlay regions are constructed and interlinked.

In going to a small conputer cne expects a longer execution

time for the program. The ti:-ng of the orogram's exe-tion is

separated into two parts: 1) the ti-e recuire6 to set up all of

the interoolaticn coefficients- =1' seconds; and 2) the ti.e
required to conpute a satellite oosltion from them - -- second.

RESULTS

During the develocment of the LS! -odel two tyzes of

comoarisons were nade for deb:=in :-e =rograr and for checking

the error level

- comparison with the GT:S se-_ianalytical -odel

- comparison with ntnerical in-ezration.

Most of the comoarisons with the GTOS noel were for

debugging purposes since the averaged rate equation and short

periodic computations could be indi-ida--lly chezked fcr each

force model. The most significant c=-ar4son was -ade against a

7 day GTDS run where both mrodes uses t'e sa-e :nit:ail -ean

elements. Agreement in position durn: _the 7 day szan was on the

order of 20 meters.

For examining the error level of the LSI mdel, co-parisons

", • . . .. . . , . . - -4 . • . , • - . ,- . . " . " . . ". - - % , - - ' . % ,
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were mostly made against numerical integration. Two oossible

numerical integration program-s existCed for the purpose of

comparison - the GTDS system alread3y -entioned and PEP (Pef. 18)

which is used at MIT anid is, as GTDS, a full blown moeel. As

transfer of comparison files from the PEP conuter oroaramn to the

LSI was more convenient than from the AMHPEP was used.

Given a set of high Drecisicn orbital elements at epoch, a

correspond ing set of initial mean eleme-nts must be determined for

the samianalytical model. It is importan~t to obtain these m.rean

elements accurately since errors in th!emn lead to a secul:arly

increasing prediction error. A least squares differential

correction algorithm is used that solves for the enoch mean

elements based on the fit of a se.mi.ana=lvtical trajectory to the

eplhemeris output of a high crecision Ccwell intecraticn. Th e a

%pri-ori- estim-ates of the m-ean elements at epoch are obtained f romn

asinale ooint conversion m~ethod. Here th-e short !nerio -cs of

the m~ode! are computed at the epoch anA- slubt-racteA from the

osculating elements. PEP was used to generate the high orecision

ephemneris for a fit scan of 36 hours with a 22.5 mninute spacina.

Using the mean elements thus obtained, a semianalytical

trajectory was generated agailn - this tire for ccmnarison pur-

poses with the PEP ephemeris. Fis S. 7 an~d 8 show resnectively

radial, along track and cross track cc-cariscns with PEP over the

-~ 36 hour fit span. Fias. 9, 1lV and 1- s-s-w c-moarisons ov.er the

36 hour fit span and the 36 hours be'.cnd the fit snan. The

* latter three figures show an expan4::n= envelope of the residuals

with time. This is due to various =os-e differences. it appears

that the error level of the LSI model is on the order of 2 pom.

~ i..:&.X:C~.&2c~J ' *'
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FUTURE WORK

With the present overlay structure we have the flexibility

of improving the accuracy of the model by incorporating some of

the force models we have so far omitted. We would eventually

like to handle solar radiation pressure.in a more complete manner

since this is an important effect for the high altitude GPS

satellites. The program can be quite easily suited to syn-

chronous satellites by modifying the subroutine modules for

tesseral resonant perturbations and the lunar-solar short-

periodics. Finally, we have immediate plans to fit real

observations with the LSI model in order to deter-ine initial

-nean elements.
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